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THE METHODS OF SEARCH OPTIMAL CONTROL
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The main method of dynamic programming is the
In order to plan the object moving in the program Mmethod of recurrence relations that is based omgusi
should be laid the algorithm by which the decisiontbe  optimality principle, developed by American mathdician
planning movement is acceptedt. Based on dynamR. Bellman.
programming approach solved the problem of findfighe The essence of the principle is in the following.
optimal control, which is implemented in software. Regardless of the initial state in any step andtrognthe
choosing in this step, next controls must be chagsimal
according to state that the system has in the &adewy step.
The use of this principle guarantees that contrariy
step is better not only locally but in general.
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Introduction Conditional optimization:
The sufficient number of mathematic methods an % g 8 g % &S
algorithms for solving the tasks of searching th&mal route o stepsl step ° step%"'step m
of passing the moving object has been developed. 5
One of the most perspective methods is the metfiod u N o (2)
dynamic programming. Unconditional optimization:
Dynamic programming is the part of optimal S — state of system in stép The main recurrence

programming (optimal control), in which processnoéking

I g - formula of dynamic programming in case of solvi t
decisions and control may be divided into separés y prog g e

maximization task is:

(steps).

Dynamic programming allows leading one difficult f (step_cost)+
task with many variables to many tasks with smalhber of f.()= min{ m - } 3)
variables. This significantly reduces the amount of + f . (new_state_before_step_m+1)] »

calculations and accelerates the process of making
management decisions. where minimum in this formula is found from the pdissible
The control — complex of decisions, made in evendecisions in case when system is in stefpas the state

step for influence on course of development pracess The variablef (i) — minimal cost of completion task

The operation — controlled process, means it ic . . . .
possible to choose some parameters that influengeacess of moving from state supposing that in step system has the
statei.

course and to control operation steps, provide gl in . - .
P PS, P gh The maximal efficiency of control can be received

every step and during the whole operation. L . L
The decision in every step is called “step control” Lrg;] tt:: ;]ér;%nli?t;%rc]j ct)il]ls'czg] eor]: dCC())?tr(t)rllﬁeSIBFWIth minimal
The complex of all step controls is the control of . . SO
; Planning the multistep operation, it is necessary t
whole operation [1]. . S )
choose control in every step taking into accounhial future
consequences in future steps.
The control in stepi has to be chosen not only
according to the cost of given step is minimal, e
minimal sum of costs in all steps, that left, phixgen step.

Statement of the problem dynamic programming
It is necessary to find the control that has mimmu
costs of made moves:

m

F(x) :Z F (%) - min Among all steps, the last step is being plannetowit
i=1 (1) looking in future, so this step brings the greatestefit and
whereF — operation cost; the least cost.
F (x) — cost of step; ~ The task of dynamic programming is being solved
x — the whole operation control; zigglsng from the end, from the last step. It imgesolved in 2
X —the controlin step(i = 1,2, ..., m). 1 step (from the end to the start step by step).
In general step control,X,...X ) can be number, The conditional optimization is being carried oit,
. result conditional optimal controls and conditiomalsts are
vectors, functions. o _ ~ being determined in all steps of process.
The control X* ) that has minimum is called optimal 2 step (from the start to the end step by step).
control. Control optimality consists of the complexoptimal Already prepared recommendations are being chosen
step controlsx* = X.*, X,*,..., X *. (read) from the first step to the last and the wddional
F* =min{F * (x*)} — minimal cost, that the optimal Optimization X* is being determined,
control X* has. XE =X XM X *
Based on conditions of each specific task, stegtken During the formulation of dynamic programming tasks
has to be chosen in that way so in every stepnietessary to there are some principles such as:
get simple optimization task and provide requiredusacy of a) to chose parameters (phase coordinates) that
calculations. characterize statgof controlled system before every step;

b) to divide operation into stages (steps);



c) to find out the set of step controks for each step 2). Interesting is the process of search the eginflimited
area in which the goal is.

and impose restnctpns on them; . ) In picture 3 the result of the fifth iteration adlculation is
d) to determine the cost of stepcontrolX , if the  shown, asitis seen, the algorithm is alreadybharrier area.

system was in statebefore, i. e. write “cost function”:
"B Figure 2

W= 15%) Ssas A bsea aDa s
(4)
e) to determine change of stéesystemS under the
influence of controlX; in stepi: it moves to a new state
S = ¢ (Sx)
(5)
f) to write the main recurrence relation of dynamic
programming that shows conditional optimal cd&t(S)
(starting with stepi and till the end) via already known

function W, (S) : Picture 1. Display of introduced initial variables
W (S) mlr{f (S’ X ) + +1 (¢ (S’ X ))} :g“:di View  Insert I‘a‘;\s Desktop  Window  Help ﬂ‘é«J
Deds [R50 EL-E08 D
(6) 1200

The conditional optimal control in step x(s)

corresponds to this cost (what is more it is neargsso
substitute changed statg' =¢ (S x) to already known

function W, (s) instead ofS,

g) to conduct conditional optimization of the |&st)
step using the gamma of states S from which thal Btate

can be reached, calculating for each of them thelitional 5 0 s o o
optimal gain by formulay m(S) = mln{f (S Xm)} ~ Picture 2. The first itteration result.
h) to conduct the condltlonal opt|m|zat|on of (misl) e g Yor oot Toob Sokop Wik bp z
DSHL [ MRARAVDEL-S[ME|nD
(m-2)’s etc. steps by formula (6), considering tin=(m-1),
(m-2), ..., and indicate for every step conditiongtimal s

control x(s) that gets the minimum:;

i) to conduct the unconditional optimization of ta,
“reading” appropriate recommendation on every sTapget
optimal control defined in the first step; to chanstate of
system by formula (5); to search optimal contral defined

state in the second statg * etc. till the end.

Automation of search optimal control : —— -
For development the algorithms software it's been mzft“re 3. The fifth itteration result.

chosen MatLab for mathematical calculations. et
M-file GridWorld.m for realization the algorithm SRS R LI
based on dynamic programming has been designed.
120 I
The input information that is necessary for progtam 8
work: L
- area size (variable “board”);
is shown in picture 1 and displays only the baraied area of
movement. In this algorithm the initial positiori object
doesn’t matter — algorithm calculates optimal tijeies for

Each program has next components:
- the initial coordinates of object (variable “star Picture 4. The tenth itteration result.
each area point, starting with the coordinatesaa @picture

- the determination of variables;
- the introduction of the initial values and limits;
- the realization of algorithm;

- the visualization of results.

- coordinates of movement goal (variable “goal”);

- the information about barriers (varialile

Consider stepping execution of development algorithm
based on the method of dynamic programming. Tt $tep
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Picture 5. The 15 itteration result.
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Picture 6. The final result.

It can be seen that cost of movement from theainiti
object position consists of 21 units (21 steps4tans).

Conclusion

Thus in proposed article the main features of
realization method of dynamic programming for desig
the optimal route of mobile robot movement have nbee
considered. Conducting experiments of designingpfitenal
route in program environment MatLab (in differeteéps of
software execution) has been shown.
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